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§ 1. Introduction: Newton and contemporaries

The concept of tunneling was introduced in the early days of quantum mechanics (Merzbacher [2002]). It was first applied by Hund [1927], to account for hopping between wells in a double-well molecular bound state. For continuum states, the earliest application is Nordheim’s [1927] treatment of thermionic emission and electron reflection by metals, modeled as electron penetration of rectangular potential barriers.

Pioneering applications to nuclear physics were independently proposed by Gamow [1928] and by Gurney and Condon [1928] to explain alpha radioactivity in terms of Coulomb barrier penetration. The huge range of observed lifetimes follows from the exponential sensitivity of the barrier penetration factor to the energy of the emitted alpha particle.

An early application to condensed matter physics was Fowler and Nordheim’s [1928] theory of field emission (Eckart [1930]). For a uniform applied electric field, this amounts to penetration of a triangular potential barrier. The name “wave-mechanical tunnel effect” was first employed by Schottky [1931] in connection with photoemission from a metal–semiconductor barrier layer.

In all these instances, “tunneling” refers to the transmission through a potential barrier of a particle with insufficient energy to surmount it according to classical mechanics. It is a consequence of the wave–particle duality, one of the wave properties of matter. There is a well-known wave-mechanical analogy (Gamow and Critchfield [1949]) with the phenomenon of frustrated total reflection in optics, also treated as light tunneling (Sommerfeld [1954]). As will be seen below, light tunneling and barrier penetration are closely related.

The earliest known observation of frustrated total reflection, reported in Query 29 of his “Opticks”, is due to Newton [1952], who may therefore be regarded as the discoverer of tunneling (cf. Hall [1902]). It is mentioned in his letter to Oldenburg of 9 December 1675 (Newton [1757]). He was observing the phenomenon known as Newton’s rings. As described in Query 29, this was done

“... by laying together two Prisms of Glass, or two Object-glasses of very long Telescopes, the one plane, the other a little convex, and so compressing them that they do not fully touch, nor are too far asunder.”
He had observed that
“The Rays of Light in going out of Glass into a Vacuum, are bent towards the Glass, and if they fall too obliquely on the Vacuum, they are bent backwards into the Glass, and totally reflected”;

however, by compressing them as he described,

“... the Light which falls upon the farther Surface of the first Glass where the Interval between the Glasses is not above the ten hundred thousandth Part of an Inch, will go through that Surface, and through the Air or Vacuum between the Glasses, and enter into the second Glass”.  

Newton was a remarkable experimenter: he made very accurate measurements of the radii of the rings, and thereby determined the corresponding thicknesses of the “Interval between the Glasses”. How did he interpret these results, given that the visual appearance of the rings immediately suggested periodicity and waves?

Newton’s views on the nature of light were as ambivalent as that nature itself. One of the most remarkable expositions of those views is his “Hypothesis explaining the Properties of Light” in the letter to Oldenburg (Newton [1757]). The dispute (Hall [1995]) following the publication of his first paper, “New Theory about Light and Colors” (Newton [1672]) rendered him extremely averse to publishing his conjectures (“Hypotheses non fingo”), so that his design in the Opticks “... is not to explain the Properties of Light by Hypotheses, but to propose and prove them by Reason and Experiments” (Newton [1952]).

“Were I to assume an hypothesis”, Newton writes to Oldenburg, it should be that light “is something or other capable of exciting vibrations in the aether”. These vibrations “succeed one another ... at a less distance than the hundred thousandth part of an inch” – a correct estimate for half a wavelength of visible light.

Newton assumes that the aether density varies in different media (playing a role similar to the refractive index), with no discontinuity at an interface between two media, which he views as a continuous variation through a transition layer “of some depth”. He proceeds: “... refraction I conceive to proceed from the continual incurvation of the ray all the while it is passing” through this layer.

However, beyond the critical angle, the ray “must turn back and be reflected”. How does this take place? To model total reflection, in the “Principia” (Newton [1946]) he invokes the corpuscular model of light, though not committing himself to this model. In the Scholium to Proposition XCVI of Book I, he states:

“Therefore because of the analogy there is between the propagation of the rays of light and the motion of bodies, I thought it not amiss to add the following Propositions for optical uses; not at all considering the nature of the rays of light,
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or inquiring whether they are bodies or not; but only determining the curves of bodies which are extremely like the curves of rays.”

This statement is one of the earliest formulations of the optomechanical analogy, which plays a crucial role in the history of light tunneling. There are prior hints of this analogy in the work of the great medieval scholar known as Alhazen (Ronchi [1952]), and Descartes had derived the laws of reflection and refraction by comparison with the trajectory of a ball (Descartes [1637]): “...l'action de la lumière suit en ceci les mêmes lois que le mouvement de cette balle”.

Newton’s model for the transition layer is mechanically equivalent to interpolation by a linear potential field, like gravity near the earth, so that the light ray describes an arc of a parabola (fig. 1), implying, by the way, that the reflected ray also undergoes a lateral displacement – an early version of the Goos–Hänchen shift (Goos and Hänchen [1947]) which, as we will discuss later, is another manifestation of light tunneling.

A tough challenge to the corpuscular model was how to explain that light is partially reflected and partially transmitted at an interface. How does a light particle choose which path to take? To deal with this conundrum, Newton formulated the first dual model for light, endowing it with both particle and wave properties (Newton [1952], Book Two, Proposition XII):

“Every Ray of Light in its passage through any refracting Surface is put into a certain transient Constitution or State, which in the progress of the Ray returns at equal Intervals, and disposes the Ray at every return to be easily transmitted through the next refracting Surface, and between the returns to be easily reflected by it.

DEFINITION. The return of the disposition of any Ray to be reflected I will call its Fit of Easy Reflexion, and those of its disposition to be transmitted its Fits of easy Transmission, and the space it passes between every return and the next return, the Interval of its Fits.”
In Proposition XIII, Newton states that “... light is in Fits of easy Reflexion and easy Transmission, before its Incidence on Transparent Bodies ... For these Fits are of a lasting nature” – an explicit assertion of the dual nature of light. Newton’s value ("\(\frac{1}{89000}\) of an Inch") for the “Interval of Fits” (half-wavelength) of light “in the Confin of yellow and orange”, derived from his measurements of Newton’s rings, is quite acceptable by present standards.

As an application of his theory of dispersion, Newton explained the colors of the rainbow (for contributions from his predecessors, see Boyer [1987]). His diagram (fig. 2) shows that the primary bow is formed by rays undergoing a single internal reflection within water droplets, and the secondary bow is formed by rays that undergo two internal reflections. The dark band between primary and secondary bows was first reported by the Greek philosopher Alexander of Aphrodisias circa 200 AD. Newton computed the angular width of the rainbow arcs, taking into account the angular diameter of the sun, and verified the results by his own measurements.

In Book III of his “Opticks”, Newton discusses the diffraction of light (that he calls “Inflexion”). The discoverer of diffraction (who also gave it that name) was the Jesuit father Francesco Maria Grimaldi, who described his observations in a posthumously published book (Grimaldi [1665]). In one of them (top illustration in fig. 3(a)) he had a small opaque body lit by a pencil of sun rays and noticed the
Fig. 3. (a) Grimaldi’s experiments on diffraction (Grimaldi [1665]). (b) Title-page of his book and reproduction of Proposition I (next page).

The presence of three parallel fringes beyond the penumbra (regions CM and ND). In the other one (bottom illustration in fig. 3(a)), a cone of light going through two diaphragms spreads beyond the domain ON predicted by geometrical optics. His Proposition I (fig. 3(b), bottom) states that “Light propagates and spreads not only directly, through refraction, and reflection, but also by a fourth mode, diffraction”.

Newton referred to Grimaldi’s experiments at the beginning of Book III and then reported his own observations of the shadows of hairs, pins, knife-edges and other very thin or sharp objects. The high accuracy of these experiments has been verified by recent tests (Nauenberg [2000]). Fresnel blamed Newton for not reporting diffraction fringes inside the shadow, but only those outside, as stated in “Opticks”, Query 28:
“The Rays which pass very near to the edges of any Body, are bent a little by the action of the Body, as we shew’d above; but this bending is not towards but from the Shadow.”

However, by reproducing Newton’s experimental conditions, it has been verified (Stuewer [2006]) that the intensity of the diffraction lines inside the geometrical shadow was far too low for Newton to have observed them visually.

What about the explanation of diffraction? As Newton states in Book III, “I was then interrupted, and cannot now think of taking these things into farther Consideration. And since I have not finish’d this part of my Design, I shall con-
clude, with proposing only some Queries in order to a farther search to be made by others:

Query 1. Do not Bodies act upon Light at a distance, and by their action bend its Rays, and is not this action (ceteris paribus) strongest at the least distance?

Qu. 2. Do not the Rays which differ in Refrangibility differ also in Flexibility, and are they not by their different Inflexions separated from one another, so as after separation to make the Colours in the three Fringes above described? And after what manner are they inflected to make those Fringes?

Qu. 3. Are not the Rays of Light in passing by the edges and sides of Bodies, bent several times backwards and forwards, with a motion like that of an Eel? And do not the three Fringes of colour’d Light above mention’d, arise from three such bendings?"

An illustration of Newton’s proposed explanation appears in the above-mentioned Scholium in the “Principia” (fig. 4), representing diffraction by a knife-edge. According to Query 1, light rays passing outside the edge are bent into the shadow, the amount of their “Inflexion” increasing as they come closer to the edge. In Query 2, Newton proposes that “Inflexion”, like refractive index, depends on colour. As will be seen below, contemporary diffraction theory provides qualitative support for all three of these queries.

Newton also conjectured that an increasing optical density of the “Aetherial Medium” might be responsible for the postulated action at a distance:

“Qu. 20. . . . And doth not the gradual condensation of this Medium extend to some distance from the Bodies, and thereby cause the Inflexions of the Rays

![Fig. 4. Newton’s interpretation of diffraction by a knife edge (Newton [1946], Book I, Proposition XCVI, Scholium). He states that “. . . the rays which fall upon the knife are first inflected in the air before they touch the knife”.

```
of Light, which pass by the edges of dense Bodies, at some distance from the Bodies?"

In 1657, Pierre de Fermat formulated his Principle of Least Time (Fermat [1891]):

"The path really followed by light from a point A to a point B corresponds to the shortest possible time",

from which he derived the law of refraction (for reflection, this had already been done by Heron of Alexandria). Taking into account the inverse relation between velocity of light and refractive index \( n \), and that travel time in general is stationary, not necessarily a minimum (Born and Wolf [1999]), this amounts to stationarity of the optical path between A and B,

\[
\delta \int_{A}^{B} n \, ds = 0,
\]

(1.1)

where \( ds \) is the element of arc length along the path.

Newton’s contemporary Christian Huygens explicitly proposed a wave theory of light (Huygens [1690]). This was actually a theory of the propagation of light pulses, excluding any idea of periodicity. Employing a billiard-ball model of the ether as scaffolding, he asserts that, in propagation, each ether particle collides with all those that surround it, so that “... around each particle there is made a wave of which that particle is the centre”. This leads him to the celebrated “Huygens’ Principle”, illustrated in fig. 5, taken from his treatise.

Each point of a pulse front, according to Huygens, gives rise to secondary spherical pulses, the envelope of which at a given time is the propagated pulse. Secondary pulses are only effective at their point of contact with the envelope, which explains rectilinear propagation (fig. 5):

“For if, for example, there were an opening BG, limited by opaque bodies BH, GI, the wave of light which issues from the point A will always be terminated by the straight lines AC, AE, as has just been shown; the parts of the partial waves which spread outside the space ACE being too feeble to produce light there.”

In contrast with Huygens’ pulse theory of light, a theory of light based on oscillatory wave propagation in an elastic ether was apparently first proposed by Leonhard Euler (Euler [1746]), who emphasized the analogy with sound propagation and employed it as well to account for diffraction.

He was also responsible for a fundamental contribution to the mathematical description of wave tunneling, Euler’s formula (Euler [1748]),

\[
e^{ix} = \cos x + i \sin x,
\]

(1.2)

which connects the exponential and trigonometric functions.
Its special case
\[ e^{i\pi} + 1 = 0 \]  
has been called “the most beautiful formula of mathematics”, as it combines some of the most basic elements and operations of arithmetic, algebra, geometry and analysis.

\section*{§ 2. Classical diffraction theory}

Light propagation in terms of oscillatory waves, pioneered by Euler, was taken up by Thomas Young, who formulated the associated basic principle of interference. He states it explicitly (Young [1802]):

“Radiant Light consists in Undulations of the luminiferous Ether”...“When two Undulations, from different origins, coincide either perfectly or very nearly in Direction, their joint effect is a Combination of the Motions belonging to each”.

Young made several applications of his principle. Employing Newton’s measurements of Newton’s rings, he derived very accurate values for the wavelengths associated with different colors. He also applied it (Young [1804]) to explain the supernumerary rainbow arcs that appear just below the primary bow when relatively small and uniformly sized water droplets are present (Lee and Fraser
Light tunneling [2001]). However, as is discussed below, Young’s interference theory of the rainbow must be amended to account for diffraction effects.

The celebrated two-slit interference experiment, illustrated with water waves, appears in fig. 6, taken from Young [1807]. An excellent modern survey of Young’s contributions is given by Berry [2002].

Young’s theory of diffraction differed from Newton’s. He interpreted Newton’s diffraction experiments with knife-edges in terms of “interference of the light reflected from the edges of the knives” (Young [1804]), so that in his view the diffracted light arises from sharp edges and object boundaries. Incident rays that just graze the edge of an aperture or obstacle would undergo “a kind of reflection”. The resulting boundary diffracted wave would penetrate into the geometrical shadow and would interfere with incident and geometrically reflected waves in the illuminated region, accounting for the diffraction fringes observed.

The classical wave theory of light diffraction was formulated by Augustin-Jean Fresnel (Fresnel [1816]), who combined Huygens’ principle with Young’s principle of interference. According to Fresnel,

“... elementary waves arise at every point along the arc of the wave front passing the diffractor and mutually interfere. The problem was to determine the resultant vibration produced by all the wavelets reaching any point behind the diffractor.”

Thus, what in Huygens’ formulation was just a geometrical construction for wavefronts becomes a dynamical principle for wave propagation. Figure 7 illustrates the application of Fresnel’s idea to diffraction of a monochromatic plane wave by an opaque half-plane. Each point of the unblocked portion of the incident plane wavefront becomes the source of a spherical secondary wave, as in Huygens’ principle, giving rise to the geometrical shadow boundary (thin vertical line in fig. 7).

However, while Huygens just applied his envelope construction to get a transmitted cut-off pulse front (envelope), Fresnel lets all spherical wavelets interfere. Their resultant yields the diffracted wave, which propagates into the shadow and produces diffraction fringes around the shadow boundary. We will call Fresnel’s explanation “diffraction as blocking”.

Fresnel submitted his proposal (Fresnel [1816]) to the French Academy of Sciences as an entry in the competition for the Grand Prize offered for the explanation of diffraction. Most members of the award committee, chaired by Arago, favored the corpuscular theory, but the prize was awarded to Fresnel following a remarkable experimental confirmation, as reported by Arago:

“One of your commissioners, M. Poisson, had deduced from the integrals reported by [Fresnel] the singular result that the centre of the shadow of an opaque
Fig. 6. Young’s illustration of two-slit interference in terms of the pattern “obtained by throwing two stones of equal size into a pond at the same instant” (Young [1807]). He mentions the analogy with acoustics and optics.
circular screen must, when the rays penetrate there at incidences which are only a little more oblique, be just as illuminated as if the screen did not exist. The consequence has been submitted to the test of direct experiment, and observation has perfectly confirmed the calculation.”

This bright spot at the center of the shadow of a circular disc became known as Poisson spot (a prior observation in 1723 by Giacomo Maraldi remained un-recognized).

A more precise mathematical formulation of the Huygens–Fresnel principle followed from the work of Gustav Kirchhoff (Kirchhoff [1882]) on scalar monochromatic wave propagation. Kirchhoff derived an exact integral representation of the wave function in terms of its boundary values over a surface (Born and Wolf [1999], Baker and Copson [1950]). For an aperture in an opaque plane screen, this surface may be taken as the plane of the screen. However, the exact boundary values are unknown.

The classical Fresnel–Kirchhoff theory of diffraction is based upon Kirchhoff’s approximation, a perturbative assumption on the unknown boundary values, expected to hold when all relevant dimensions of the obstacle (aperture) as well as the wavefront are much larger than the wavelength. It is assumed that one can re-
place the unknown boundary values by the incident wave over unobstructed parts of the wavefront, and that one can take them to vanish over obstructed (shadow) parts – as would be prescribed by geometrical optics.

An important application of classical diffraction theory was Airy’s treatment of the rainbow problem (Airy [1838]). The primary rainbow direction is an extremal deflection angle, i.e., a caustic direction, for rays incident on a water droplet that undergo just one internal reflection (cf. Nussenzveig [1977, 1992]). Smaller scattering angles represent a shadow region for this class of rays (Alexander’s dark band); at larger angles, two such rays with different impact parameters interfere, leading to Young’s supernumerary arcs. The title of Airy’s paper is “On the intensity of light in the neighbourhood of a caustic”.

Airy applied Huygens–Fresnel theory to an S-shaped cubic wavefront within a droplet, approximating the unknown wave amplitude along it by a constant. The result was his “rainbow integral”, now known as the Airy function Ai(z), which satisfies the differential equation

\[ Ai''(z) = zAi(z). \] (2.1)

Figure 8 is a plot of Ai(x). For negative x, it has a slowly damped oscillatory behavior, with peaks related to the supernumerary arcs; for positive x, it undergoes faster than exponential damping, associated with penetration by diffraction on the shadow side of the rainbow.

![Figure 8](image)

Fig. 8. Plot of Ai(x) for −15 ≤ x ≤ 5.
For diffraction by a (large) aperture, classical diffraction theory turns out to yield acceptable approximations. Why is that so? For scalar diffraction by an aperture in a plane screen, the diffraction amplitude (asymptotic amplitude of the outgoing spherical wave) in the direction of unit vector $\hat{s}$ is given by Rayleigh’s exact formula (Bouwkamp [1954])

$$f(\hat{s}, \hat{s}_0) = \frac{\hat{s} \cdot \hat{s}_0}{i\lambda} \int \exp[-ik(\hat{s} - \hat{s}_0) \cdot x]u(x) \, d^2x,$$

where $\hat{s}_0$ is the direction of the incident wave, $\lambda = 2\pi/k$ is the wavelength, the integral is extended over the plane of the screen, and $u(x)$ is the exact (unknown) wave function on this plane.

The short-wavelength assumption implies that dominant contributions to the amplitude arise from the near-forward domain, in which

$$|k(\hat{s} - \hat{s}_0) \cdot x| \leq kd \sin \theta \sim k_{\perp}d \equiv 2\pi d/\lambda_{\perp} \ll 1,$$

where $\theta$ is the diffraction angle, $d$ is the diameter of the aperture and $\lambda_{\perp}$ is the transverse wavelength.

Thus, the main diffraction pattern depends only on spatial Fourier components of $u(x)$ on the aperture plane with $\lambda_{\perp} \gg d$, which are insensitive to fine details of the aperture boundary values: they feel mainly the gross blocking effect captured by Kirchhoff’s approximation (Nussenzveig [1959]). Finer details affect large diffraction angles, where the intensity is weaker.

Equivalently, one may extend the two-dimensional Fourier expansion of the exact wave function over the aperture plane $(x, y)$ to the half-space $z > 0$ beyond it by the wave equation propagation factor $\exp(ikz) (k_x^2 + k_y^2 + k_z^2 = k^2)$, but this introduces evanescent waves, with $k_z = i \sqrt{k_x^2 + k_y^2 - k^2}$, that decay exponentially with $z$. In this angular spectrum of plane waves (Nussenzveig [1959], Born and Wolf [1999]), finer details of the aperture distribution give rise to evanescent waves (for applications to microscopy, see Section 14.1.6). This already gives us a foretaste of light tunneling effects in diffraction.

Young’s interpretation of diffraction is actually consistent with classical diffraction theory, in spite of the apparent differences. Indeed, the Fresnel–Kirchhoff representation of the diffracted wave as a surface integral over the unobstructed part of a wavefront can be converted into a line integral over the edge and interpreted in terms of Young’s boundary diffraction wave (Rubinowicz [1917], Sommerfeld [1954]).

For other important contributions to the wave theory of light in the 19th century, culminating in Maxwell’s electromagnetic theory, we refer to Born and Wolf [1999].
§ 3. The optomechanical analogy

Still in the first half of the 19th century, an important conceptual reformulation of optics was the development of the Hamiltonian analogy between geometrical optics and classical mechanics (Hamilton [1828]). The basis for Hamilton’s reformulation is the optical path function between two points along a ray, that appears in (1.1),

$$ [AB] = \int_A^B n \, ds \equiv S(B) - S(A). $$

As stated by Hamilton,

“The mathematical novelty of my method consists in considering this quantity as a function of the co-ordinates of these extremities, which varies when they vary, according to a law which I have called the law of varying action; and in reducing all researches respecting optical systems of rays to the study of this single function.”

The function $[AB]$ is \textit{Hamilton’s point characteristic}, and $S$ is the \textit{eikonal function}, which satisfies the relation

$$ \nabla S = n \hat{u}, $$

(3.2)

where $\hat{u}$ is the ray direction (unit tangent vector). From (3.2) follows the \textit{eikonal equation}

$$ (\nabla S)^2 = n^2. $$

(3.3)

If one now considers the path of a point particle with mass $m$ and energy $E$ in a potential field $V(r)$, one finds that it can be obtained from the Hamilton–Jacobi equation (Goldstein [1957])

$$ (\nabla W)^2 = 2m [E - V(r)], $$

(3.4)

provided that the initial position and the initial direction are specified, the same conditions required for (3.3).

Remembering that the refractive index is dimensionless, the analogy leads to

$$ n(r) = \sqrt{1 - \frac{V(r)}{E}}, $$

(3.5)

which is a real quantity in the domain accessible to the motion, $V(r) < E$. Thus, the paths of the above-considered particle according to classical mechanics are identical to geometrical optic light rays in an inhomogeneous medium with refractive index (3.5).
Fermat’s principle (1.1) is the analogue of Maupertuis’ principle of least action. Further discussion of variational principles and of the application to electron optics can be found in Born and Wolf [1999].

The optomechanical analogy played an important role in the formulation of quantum mechanics. In one of his earliest communications on wave properties of matter, Louis de Broglie states (De Broglie [1923]): “The new dynamics of the free point particle is to the old dynamics . . . as wave optics is to geometrical optics”. Erwin Schrödinger made the same point in his second paper on wave mechanics (Schrödinger [1926]): “. . .our classical mechanics is the complete analogy of geometrical optics. . . Then it becomes a question of searching for an undulatory mechanics. . . working out. . . the Hamiltonian analogy on the lines of undulatory optics.” He stated it succinctly as

“Ordinary mechanics : Wave mechanics = Geometrical optics : Undulatory optics”.

The analogy can be employed in the reverse direction, by associating an effective potential field with a refractive index distribution. Light tunneling is thereby identified as the analogue of quantum tunneling through a potential barrier (Section 1).

§ 4. Modern developments in diffraction theory

4.1. The geometrical theory of diffraction

A beautiful heuristic extension of geometrical optics for treating diffraction problems, known as the geometrical theory of diffraction, was proposed by Keller [1962]. It is based upon the following main postulates:

(i) The diffracted field propagates along diffracted rays, that generalize the concepts of reflected and refracted rays, as well as Young’s ideas on edge diffraction. They are determined by extending Fermat’s Principle (1.1) of the stationary optical path, allowing the paths to include points or arcs on discontinuous boundaries, such as corners, edges or vertices.

For diffraction by a smooth obstacle, an example is illustrated in fig. 9: an incident ray PD, tangential to the surface at D, travels along a geodetic arc DT on the surface and leaves it again tangentially at T, propagating along a straight line to Q, a point in the shadow region.

(ii) The transport of amplitude and phase along a diffracted ray obeys the laws of geometrical optics.

(iii) The analogue of a reflection coefficient, relating the initial field on a diffracted ray to the incident field, is a diffraction coefficient D, that is supposed to
be determined by the local geometry and nature of the boundary around the point of diffraction D.

An account of the history of the geometrical theory of diffraction is given by Keller [1979, 1985], who also discusses the shortcomings of his theory. In common with geometrical optics, it leads to singularities at focal points and caustics, including the surface of a smooth obstacle, which is a caustic of diffracted rays. As a consequence, the diffraction coefficients cannot be determined self-consistently within the theory.

To determine them, in accordance with (iii), the theory makes use of comparisons with the asymptotic short-wavelength behavior of solutions to canonical problems with locally similar geometry, such as diffraction by a sphere or cylinder. A survey of applications is given by Borovikov and Kinber [1994].

Transitions between domains covered by different numbers of rays are also not treated. This includes, in particular, the penumbra region around the light/shadow boundary.

4.2. Fock’s theory of diffraction

Fock’s treatment of the penumbra region, originating from his work on the propagation of radio waves around the Earth’s surface (Fock [1965]) employs the conceptual picture of diffraction as transverse diffusion, developed by Leontovich and Fock [1946]. To explain this concept we note that, in geometrical optics, amplitude and phase are transported longitudinally along the rays, with no constraints in transverse directions (Sommerfeld [1954]), so that discontinuities at shadow boundaries are allowed. Diffraction is associated with smoothing of these discontinuities by transverse diffusion.

To see how this arises, consider monochromatic wave propagation along the z-direction and substitute the ‘Ansatz’
into the Helmholtz monochromatic wave equation. One finds

\[ \frac{\partial A}{\partial z} - i \frac{\partial^2 A}{2k \partial z^2} = i \frac{\partial^2 A}{2k \partial x^2} + i \frac{\partial^2 A}{2k \partial y^2}, \]

where the second term on the left may be neglected for slow amplitude variation per wavelength. Traveling along with a wavefront, \( z = ct \), we get

\[ \frac{\partial A}{\partial t} = D \left( \frac{\partial^2 A}{\partial x^2} + \frac{\partial^2 A}{\partial y^2} \right), \quad D \equiv \frac{ic}{2k}, \]

which is Leontovich and Fock’s “diffusion equation” in this simplest situation.

However, the fact that \( D \) is imaginary reveals that the proper analogy is with Schrödinger’s equation, rather than the diffusion equation. Physically, what happens along the traveling wavefront is akin to the oscillatory spreading behavior of a free Schrödinger wave packet, rather than to stochastic diffusion. In view of the analogy between physical optics and wave mechanics discussed in Section 3, this is hardly surprising. As will be seen below, the Schrödinger analogy is indeed the correct one.

In Fock’s theory of diffraction by a smooth body, in order to treat the penumbra, the body surface near the glancing ray is approximated by a parabolic surface, and an ‘Ansatz’ generalizing the above one is substituted into the Helmholtz equation in suitable coordinates, describing transverse behavior in terms of the “diffusion” analogy.

An integral representation for the solution to this local approximation leads to a new set of special functions known as \textit{Fock functions}, related to complex Fourier transforms of the inverse of the Airy function. They are taken to represent the behavior in the penumbra region, interpolating between the illuminated and shadow domains. An exposition of Fock’s theory and its applications is given by Babich and Kirpichnikova [1979].

However, as is discussed below, Fock’s theory yields only a \textit{transitional asymptotic approximation}, that cannot be extended very far on either side of the geometrical light/shadow boundary. What is needed is a \textit{uniform asymptotic approximation}.

A very interesting independent treatment of the penumbra, equivalent to Fock’s, was formulated by Pekeris [1947], in connection with microwave propagation around the Earth’s horizon. He introduced an “Earth flattening transformation”, representing the Earth’s surface as flat, and simulating the curvature of the rays by an “atmosphere” in which the refractive index increases linearly with height above the surface. In view of (2.1), the connection with the Airy functions arises from this assumed linear dependence.
§ 5. Exactly soluble models

5.1. Exact solutions

The earliest exact solution of a diffraction problem was Sommerfeld’s celebrated treatment of diffraction by a half-plane (Sommerfeld [1896, 1954]). Though physically unrealistic, because the half-plane is assumed to be infinitely thin yet opaque, it represents diffraction, for the first time, through analytic continuation. The solution is a uniform analytic function over a two-sheeted Riemann surface, with the diffracted wave penetrating into the second Riemann sheet.

The diffracted field behaves asymptotically like a cylindrical wave emanating from the edge, consistent with Young’s picture of boundary diffraction. It is worth noting that Newton’s Query 3 (Section 1) is also vindicated by plotting the energy flow close to the edge (Braunbek and Laukien [1952], Berry [2002]): there are indeed eel-like undulations.

Analytic continuation is also important in the solution of the integral-equation formulation of other diffraction problems by the Wiener–Hopf technique (Noble [1958]) as well as in more general scattering problems (Nussenzveig [1972], Wolf and Nieto-Vesperinas [1985]).

For a small number of separable geometries, exact solutions in the form of infinite series of eigenfunctions have been found (Bouwkamp [1954], Hönl, Maue and Westphal [1961]). However, as pointed out by Sommerfeld [1954], "...a mathematical difficulty develops which quite generally is a drawback of this 'method of series development': for fairly large particles \((ka > 1, a = \text{radius, } k = 2\pi/\lambda)\) the series converge so slowly that they become practically useless".

The reason for this is discussed below.

5.2. Mie scattering

The keystone to a deeper understanding of the dynamics of diffraction, to which the rest of this work is mainly devoted, is a reformulation of a problem that has an exact solution in terms of an infinite series of eigenfunctions, allied to the unique feature of being physically realistic: the scattering of light by spherical particles.

A historical survey of the scattering of plane waves by a sphere has been prepared by Logan [1965]. An early treatment was that of Clebsch [1863], who dealt with elastic waves incident on a rigid sphere. Lord Rayleigh [1872] found the exact series solution for the scattering of sound by a sphere.

The corresponding solution for scattering of a plane electromagnetic wave by a transparent sphere was given by Lorenz [1890] (cf. Keller [2002]) and rediscov-
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...ered by Mie [1908], who was concerned with explaining the colors of colloidal suspensions of metallic particles. It was also treated by Debye [1909a] in his doctoral thesis about the radiation pressure of an electromagnetic wave on a metallic sphere. Historically, referring to Lorenz–Mie scattering is better justified, but we stick with the more usual designation Mie scattering.

The Mie solution is a partial-wave series

\[
S_j(\beta, \theta) = \frac{1}{2} \sum_{l=1}^{\infty} \left\{ \left[ 1 - S_l^{(j)}(\beta) \right] t_l(\theta) + \left[ 1 - S_l^{(i)}(\beta) \right] p_l(\theta) \right\}
\]

(5.1)

where \( S_j \) are the polarized scattering amplitudes in the direction \( \theta \) for perpendicular \((j = 1)\) and parallel \((j = 2)\) polarizations (with respect to the scattering plane), \( \beta \equiv ka \) is the size parameter, \( S_l^{(i)}(\beta) \) are the \( S \)-matrix elements for magnetic \((i = 1)\) and electric \((i = 2)\) multipoles of order \( l \), and \( t_l \) and \( p_l \) are angular Legendre-type functions. The \( S \)-matrix elements are rational combinations of spherical Bessel and Hankel functions and their derivatives (for their expressions and the notation, see Nussenzveig [1992]).

5.3. The localization principle

In quantum mechanics, the index \( l \) in the partial-wave series also labels eigenvalues of the orbital angular momentum, that are given by

\[
\sqrt{l(l+1)}\hbar = \sqrt{ \left( l + \frac{1}{2} \right)^2 - \frac{1}{4} \hbar^2 } \approx \left( l + \frac{1}{2} \right) \hbar \quad \text{for } l \gg 1.
\]

(5.2)

In semiclassical (short-wavelength) scattering (Berry and Mount [1972]), large \( l \) prevails, and the above orbital angular momentum can be associated with a corresponding impact parameter \( b_l \) by

\[
b_l = \frac{\left( l + \frac{1}{2} \right) \hbar}{p} = \frac{\left( l + \frac{1}{2} \right) k}{h},
\]

(5.3)

where \( p = \hbar k \) is the linear momentum.

This association between a partial-wave term and the impact parameter of an incident path, already implicit in Debye’s thesis, was emphasized by Van De Hulst [1957] (cf. also Roll, Kaiser, Lange and Schweiger [1998]), and it is known as the localization principle. A closely related wave-mechanical picture is a description of the incident beam on a transverse plane in terms of annular rings centered on the scatterer, with areas \( \hbar \) consistent with the uncertainty relation, \( b_l \) being the...
average radius of the ring between the values $l$ and $l + 1$ (Blatt and Weisskopf [1952]).

In geometrical optics, only incident rays with impact parameters $\leq a$ are scattered by the sphere, so that the partial-wave series (5.1) may be cut off at a maximum value of $l$ given by $l_{\text{max}} \leq ka = \beta$. Partial waves with $l > l_{\text{max}}$ are associated with above-edge incident rays. For solar radiation and cloud water and aerosol droplets, $\beta$ reaches $\sim 10^4$, and numerical convergence of the Mie series does not set in until values actually exceeding the above estimate for the cut off are reached, because of above-edge effects to be discussed below. This justifies Sommerfeld’s comment on the convergence problem.

§ 6. Watson’s transformation

An important historical incentive for trying to overcome the convergence problem of the Mie series was the treatment of radiowave propagation around the Earth, beyond the horizon. As noted by Love [1915], the value of $\beta$ in this situation is of order $10^4$. During the first two decades of the 20th century, rival proposals to account for the propagation were the diffraction theories and those invoking ionosphere reflection (for a detailed account, see Yeang [2003]). Diffraction theories modeled the Earth as a perfectly conducting sphere.

Henri Poincaré worked on the diffraction model from 1909 until his death in 1912, treating it in nine papers and a monograph (Poincaré [1910]). His basic idea was to convert the partial-wave series into a contour integral using the residue theorem and to obtain an asymptotic approximation of this integral.

An improved version of Poincaré’s approach was developed by Watson [1918]. His transformation of the partial-wave series is equivalent to the formula

$$\sum_{l=0}^{\infty} \phi\left(l + \frac{1}{2}, x\right) = \frac{1}{2} \int_{C} \phi(\lambda, x) \frac{\exp(-i\pi\lambda)}{\cos(\pi\lambda)} \, d\lambda,$$

where $C$ is a contour encircling the positive real axis and $\phi(\lambda, x)$ is a holomorphic function of $\lambda$ within $C$ that takes on the values $\phi(l + \frac{1}{2}, x)$ at the half-integers. For the Mie series, analyticity of $\phi(\lambda, x)$ follows from the properties of cylindrical and Legendre functions.

Watson deformed the path $C$ onto a symmetric neighbourhood of the imaginary $\lambda$ axis, over which the integral vanishes, because the integrand is odd. The deformation is allowed in the shadow region. In this process, the only singularities met are poles (the integrand is meromorphic), so that the transformation results
in a residue series over the poles. The residues represent surface waves, traveling around the sphere and getting damped by tangential shedding of radiation, like Keller’s diffracted rays in fig. 9. The angular damping is associated with the imaginary part of the poles.

Watson found that this damping was too large to account for radiowave propagation into the shadow, and in a subsequent paper (Watson [1919]) he extended his treatment to include reflection from the ionosphere, modeled as a concentric spherical surface. He showed that the results were consistent with experimental observations.

Watson was concerned with radiation from a dipole antenna on the Earth’s surface. The extension of his method to the scattering of a plane electromagnetic wave by a perfectly conducting sphere was undertaken by White [1922]. Watson’s original path deformation does not converge in the illuminated region. White showed that, in this region, the contour can be deformed to yield, besides the residue series, a path through a saddle point. For the asymptotic evaluation of the remaining integral, he used the method of steepest descents, that had been introduced by Debye [1909b] to deal with the analogue of the Mie series in scattering by a circular cylinder (Debye [1908]). The saddle-point contribution yields the Wentzel–Kramers–Brillouin (WKB) approximation to the reflected wave, previously obtained by Nicholson [1910].

The WKB approximation is often improperly referred to as “geometrical optics”: strictly speaking, geometrical optics describes only the propagation of intensity, not phase. However, it is customary to refer to the WKB dominant term as geometrical optics (or ray optics) approximation. For the development of the WKB method, see Berry and Mount [1972] and Keller [1979]. The application to electromagnetic theory was systematized in 1944 by Luneburg (Luneburg [1964]).

The application of Watson’s transformation to radio wave propagation was further elaborated by Van Der Pol and Bremmer [1937], and Bremmer [1949]. Watson’s surface waves, referred to as “creeping waves”, as well as White’s extension to the illuminated region, were rederived by Franz and Depperman [1952], and also extended to transparent spheres (Beckmann and Franz [1957], Franz [1957]).

Applications of complex angular momentum to quantum potential scattering and high-energy physics followed from the work of Regge (1959, 1960) (see Newton [1964] and De Alfaro and Regge [1965]). Poles of the scattering amplitude in the $\lambda$ plane, like those found by Watson, became known as Regge poles (cf. Nussenzveig [1970, 1972]).
§ 7. CAM theory of Mie scattering

7.1. The Poisson sum formula

An improved version of complex angular momentum theory, hereafter referred to as CAM, was developed by Nussenzveig [1965]. Its applications to Mie scattering, with special reference to light tunneling, will be reviewed in the remainder of this work. For more detailed expositions, see Nussenzveig [1992] (and the original references therein), Grandy [2000] and Adam [2002].

The starting point, instead of (6.1), is the Poisson sum formula (Titchmarsh [1937]), apparently first employed in this connection by Bremmer [1949],

\[ \sum_{l=0}^{\infty} \phi \left( l + \frac{1}{2}, x \right) = \sum_{m=-\infty}^{\infty} \int_{0}^{\infty} \exp \left[ 2im\pi \left( \lambda + \frac{1}{2} \right) \right] \phi(\lambda, x) d\lambda. \]  

(7.1)

A beautiful physical interpretation of this Poisson representation, applied to the partial-wave expansion of the scattering amplitude in semiclassical scattering by a central potential, has been proposed by Berry and Mount [1972]. Substituting the partial-wave amplitudes by their WKB approximations, and Legendre polynomials by their asymptotic expansions (near-forward and near-backward directions excluded), and applying the stationary phase approximation to the integrals, they reinterpret (7.1) as a sum over paths.

Stationary phase points are roots of

\[ \Theta(\lambda) = -(2m\pi \pm \theta), \]  

(7.2)

where \( \Theta \) is the classical deflection angle associated with a classical path that takes \( m \) turns about the origin. The corresponding phase of the integrand becomes the classical action along this path.

The Poisson representation then represents a sum over a family of classical paths with continuous angular momenta. The envelope of all such paths is a caustic sphere with radius \( r_0(\lambda) \), the classical distance of closest approach (outermost radial turning point) for angular momentum \( \lambda \). The caustic is a singular solution of the equations of motion. A particle with any \( \lambda \) may undergo any deflection \( \Theta \) by following a pseudoclassical path, formed by joining an incoming classical path from infinity to an outgoing one, through a piece that “coasts” along the caustic sphere and takes any number of turns about the origin.

Keller’s diffracted rays represent a special case of pseudoclassical paths, in which the caustic sphere is the surface of the scatterer. The Poisson representation stands halfway between classical and wave mechanics: summing over sta-
tionary phase points yields classical path contributions, whereas summing over the topological number \( m \) leads back to “quantized” \( \lambda = l + \frac{1}{2} \).

7.2. Basic tools of CAM theory

The CAM theory of Mie scattering employs the following basic tools:

(i) The optomechanical analogy – We denote by \( N \) the refractive index of the sphere. According to (3.5), the corresponding potential function is given by

\[
V(r) = \begin{cases} 
-(N^2 - 1)k^2 & (0 \leq r < a), \\
0 & (r > a) 
\end{cases}
\]

so that it represents a rectangular well for \( N > 1 \) and a rectangular barrier for \( N < 1 \).

The partial-wave \( S \)-function for magnetic multipoles is in fact identical to that for quantum scattering by the potential (7.3), so that for perpendicular polarization the optical and mechanical problems are essentially the same.

(ii) The effective potential – The radial equation for the \( l \)th multipole wave yields an effective radial potential

\[
U_\lambda(r) = V(r) + \frac{\lambda^2}{r^2},
\]

where \( V(r) \) is given by (7.3) and the last term represents the centrifugal barrier.

(iii) The localization principle – According to (5.3), for \( \beta \gg 1 \), we associate angular momentum \( \lambda \) with incident rays having impact parameter

\[
b_\lambda = \frac{\lambda}{k}.
\]

(iv) Path deformations – Like the Poincaré–Watson method, the CAM treatment works with path deformations of the Fourier integrals of (7.1) in the \( \lambda \) plane. In contrast with the partial-wave series, in which a large number of terms contribute, the idea is to employ the path deformations so as to collect dominant asymptotic contributions from a small number of critical points in the \( \lambda \) plane. As happened with White’s extension of the Watson transformation (Section 6), different path deformations are required in different spatial regions (e.g., shadow and illuminated regions).

(v) Critical points – The following are the main types of critical points:

(a) Real saddle points. These are also stationary-phase points, so that they are associated with classical paths, i.e., geometrical-optic rays. The evaluation of their asymptotic contribution by the saddle point method yields the WKB approximation (including higher-order correction terms).
(b) **Complex saddle points.** These are associated with complex rays (Chapman, Lawry, Ockendon and Tew [1997], Kravtsov, Forbes and Asatryan [1999]), that represent dynamical tunneling effects usually disregarded by classical diffraction theory.

(c) **Complex poles.** For the polarized amplitudes, these are Regge poles, associated with resonances. They are also related to tunneling, as will be seen.

(d) **Uniformity.** The need (iv) to employ different path deformations in different regions brings out the problem of transitions between them – where diffraction effects are found (e.g., light/shadow). To obtain smooth joining, it is essential to employ uniform asymptotic expansions (Berry [1969], Ludwig [1970], Olver [1974]) for the special functions that appear in the Poisson representation.

§ 8. Impenetrable sphere

8.1. Structure of the wave function

All relevant features are already apparent for a scalar field, which may represent scattering by a quantum hard sphere (Dirichlet boundary condition). It is useful to describe first the CAM results for the structure of the wave function at finite distances (Nussenzveig [1965]). The subdivision into spatial regions is represented in fig. 10.

The deep shadow region is the domain (shaded in fig. 10) \( r/a \ll \beta^{1/3} \), \( \theta_0 - \theta \gg \beta^{-1/3} \), where \( \theta_0 = \sin^{-1}(a/r) \) is the shadow boundary angle. This is the only domain where the original Watson transformation is rapidly convergent, yielding exponentially damped Regge pole contributions associated with surface waves and diffracted rays. Much weaker damping is found in the shadow of a circular disc (Jones [1964]), signaling the failure of classical diffraction theory, which predicts identical behavior in both cases.

In the deep illumination (lit region), \( \theta - \theta_0 \gg \beta^{-1/3} \), the dominant term is the WKB approximation, that includes the incident and geometrically reflected waves. Near the shadow boundary, \( |\theta - \theta_0| \ll \beta^{-1/3}, \beta^{-1/3} \ll z/a \ll \beta^{1/3} \) (Fresnel region in fig. 10), we find the classical Fresnel pattern of a single straight edge, rather than that of a slit (as classical diffraction theory would predict).

In the Fresnel–Lommel region, \( \theta \leq \theta_0, \beta^{1/3} \ll r/a \ll \beta \), classical diffraction theory does work: we get the classical Fresnel pattern of a circular disc (Lommel [1885]). In particular, along the axis, one finds the Poisson spot, reproducing the
Fig. 10. Subdivision into spatial regions of the field scattered by an impenetrable sphere.
incident intensity. However, in contrast with the circular disc, it only develops at large axial distances, of order $\beta^{1/3}a$. It grows into a cone with angular opening of order $\beta^{-1}$, surrounded by diffraction rings.

In the Fraunhofer region, $r/a \gg \beta$, the field may be described in terms of the total scattering amplitude $f(k, \theta)$. Up to $\theta \sim \beta^{-1}$, the region of the forward diffraction peak, the amplitude is dominated by the classical Airy pattern,

$$f(k, \theta) \approx ia \frac{J_1(\beta \sin \theta)}{\beta \sin \theta}.$$  \hspace{1cm} (8.1)

For $\theta \gg \beta^{-1}$, the geometrical reflection region (fig. 10), the WKB approximation holds, yielding the reflected wave.

The region between the forward peak and the geometrical reflection region is the penumbra. A transitional asymptotic approximation in this domain yields Fock-type functions. However, it does not quite bridge the gap between the adjacent regions. For this purpose, a uniform approximation is required.

8.2. Diffraction as tunneling

The effective potential $U_\lambda(r)$ associated with an impenetrable sphere by (7.4) is an infinitely high wall surrounded by the centrifugal barrier. It is shown in fig. 11(i) for three values of $\lambda$, together with the associated incident rays, shown in fig. 11(ii), employing the localization principle to determine the corresponding

Fig. 11. (i) Effective potential for an impenetrable sphere and three different angular momenta $\lambda$: (<) below-edge; (e) edge; (>) above-edge, with turning point $b$. (ii) The corresponding incident rays.
impact parameter \( b_\lambda \). The edge ray \((b_\lambda = a)\) is associated with \( \lambda = \beta \), for which the “energy” \( k^2 \) lies exactly at the barrier top. For below-edge rays \((b_\lambda < a)\), \( k^2 \) is above the barrier.

For above-edge rays \((b_\lambda > a)\), \( k^2 \) meets the barrier at the turning point \( r = b_\lambda \). Such rays do not interact with the sphere according to geometrical optics. However, in the above-edge domain \( \lambda - \beta = O(\beta^{1/3}) \), tunneling through the centrifugal barrier to the sphere surface leads to appreciable interaction and yields an important contribution to the scattering amplitude.

Similarly, in the below-edge domain \( \beta - \lambda = O(\beta^{1/3}) \), geometrical-optic reflection from the surface is strongly distorted by interaction with the centrifugal barrier (anomalous reflection). The associated “peculiar interference effect” is discussed by Van De Hulst [1957], Section 17.21.

In the penumbra angular region \( \theta = O(\beta^{-1/3}) \), which is much broader than the forward peak angular width \( \theta = O(\beta^{-1}) \), both effects are important. Fock’s theory of diffraction amounts to approximating the region near the top of the centrifugal barrier by a linear potential (equivalent to Pekeris’s “Earth flattening transformation”). In view of eq. (2.1), this leads to the Airy functions that appear in Fock-type diffraction integrals. The Leontovich–Fock diffusion picture is misleading: the natural analogy is with the Schrödinger equation.

Fock’s theory yields a transitional approximation because it neglects the curvature of the centrifugal barrier. CAM theory (Nussenzveig and Wiscombe (1987, 1991), Nussenzveig [1988]) leads to uniform asymptotic approximations, that match smoothly with WKB results in the geometrical reflection region.

It is possible to separate the effects of the “diffraction as blocking” picture of classical diffraction theory (Section 2) from the new contributions of tunneling and anomalous reflection by employing the localization principle to isolate above-edge and below-edge effects.

To illustrate how blocking is connected with partial-wave contributions only from rays that hit the sphere, we note that their contribution, according to Babinet’s principle (Sommerfeld [1954]), is the same as that from a circular aperture, for which rays go through without interaction, yielding the forward diffraction Airy pattern

\[
\sum_{l=0}^{[\beta]} \left( l + \frac{1}{2} \right) P_l(\cos \theta) = \beta \frac{J_1(\beta \theta)}{\theta} + O(\beta^{-1}), \quad \beta \gg 1,
\]

where \([\beta]\) denotes the largest integer contained in \( \beta \) and we have approximated the sum by an integral. Thus, the blocking effect arises from the cut off in the partial-wave series at \([\beta]\).
The absolute values of the relative contributions from blocking, tunneling and anomalous reflection are plotted in fig. 12, where $\gamma \equiv (2/\beta)^{1/3}$, for $\beta = 10$. Classical diffraction (blocking) is dominant within the central part of the forward diffraction peak, but the three effects become comparable already at $\theta \sim \beta^{-1/3}$. At larger scattering angles, tunneling contributes as much as classical diffraction.

The tunneling range of impact parameters above the edge that contributes significantly is given by

$$b - a = O(\lambda_0^2 a)^{1/3}, \quad (8.3)$$

where $\lambda_0 \equiv 2\pi/k$ is the wavelength. This weighted geometric average between wavelength and size may be thought of as the range, for an impenetrable sphere, of the effective “action at a distance” conjectured by Newton in his Query 1 (Section 1).

How much improvement is brought by the uniform CAM approximation is illustrated by the error plots in fig. 13, which represent percent errors in the extinction efficiency (ratio of the total cross-section to the geometrical cross-section) in acoustic scattering by a rigid sphere (Nussenzveig and Wiscombe [1987]), with size parameters ranging from 1 to 10. The CAM percent error is three to four
orders of magnitude smaller than that of the Fock theory, which was the best previous approximation. It is of order 10% even at $\beta = 1$ and only a few ppm at $\beta = 10$. For $\beta = 100$, it is found that the uniform CAM approximation is more accurate, for all scattering angles, than typical “exact” results from numerical partial-wave summations (1 ppm).

§ 9. Near-critical scattering

For transparent spheres with relative refractive index $N < 1$, a new diffraction effect occurs. It is manifested, for instance, in clouds of air bubbles in seawater, seen near the critical angle for total reflection: colored bands in the scattered light were observed under these circumstances by Pulfrich [1888], who compared them with a rainbow. A physical optics approximation to explain this near-critical scat-
tering effect, analogous to Airy’s classical diffraction theory of the rainbow, was proposed by Marston [1979].

Because the Fresnel reflectivities approach total reflection with vertical slope (Born and Wolf [1999]), the scattered intensity according to geometrical optics undergoes a sharp break in slope at the critical scattering angle, a singularity which may be called a weak caustic.

The effective potential (7.3), (7.4) for this problem (rectangular plus centrifugal barrier for a given \( \lambda \)) is shown in fig. 14(a), together with four “energy levels” \( k^2 \) related with different impact parameters \( b \) and with the angle of incidence \( \theta_1 \) through the localization principle \( b = \lambda/k = a \sin \theta_1 \). The corresponding situations are shown in fig. 14(b).

In situation 1, \( \theta_1 \) is below the critical angle and the incident ray gets inside the sphere, where it undergoes multiple reflections. The radial turning point \( r = b/N \) gets closer to the surface as critical incidence (situation 2) is approached. Situations 3 and 4 have turning points at the surface \( r = a \), corresponding to total reflection; for the grazing ray 4, effects similar to those found for an impenetrable sphere take place.

The new effect occurs in situation 2. Critical incidence on a plane interface gives rise to a lateral displacement of the reflected beam, the Goos–Hänchen shift (Goos and Hänchen [1947], Bryngdahl [1973]). Its origin is directly connected with Newton’s discovery of tunneling (Section 1): an evanescent wave penetrates into the rarer medium, running along the interface. A similar effect takes place in situation 2, but it is modified by the interface curvature (centrifugal barrier), leading to a spherical Goos–Hänchen angular displacement of the totally reflected beam, another light-tunneling effect.

The CAM theory of this effect (Fiedler-Ferrari, Nussenzveig and Wiscombe [1991]) yields a new type of diffraction integral, the Pearcey–Fock integral, that describes near-critical scattering. Results for the perpendicular polarization gain factor (ratio of polarized intensity to that for an ideal isotropic scatterer), near the critical angle for an air bubble in water with \( \beta = 10^4 \) are shown in fig. 15. Contributions from non-critical paths that produce rapid interference oscillations (fine structure) have been subtracted out.

The WKB curve shows the slope break at the critical angle. The physical optics approximation (POA) yields a Fresnel-like diffraction pattern, sharply disagreeing with the Mie results, while CAM produces a very good approximation in the near-critical region. The angular width of the critical region is \( \delta = O(\beta^{-1/2}) \). The spherical Goos–Hänchen angular displacement is different for electric and magnetic polarizations.
Fig. 14. (a) The effective potential for scattering by a sphere with $N < 1$, showing four “energy levels”. (b) Corresponding incident rays – 1: subcritical incidence; 2: critical incidence; 3: supracritical incidence; 4: edge incidence; $\alpha \equiv N\beta$. Reprinted with permission from Fiedler-Ferrari, Nussenzveig and Wiscombe [1991]. © 1991 by the American Physical Society.
Fig. 15. Perpendicular polarization gain for $N = 0.75$, $\beta = 10,000$, in the near-critical region: Mie result (with fine structure subtracted out), CAM (open circles), physical optics approximation POA, and WKB approximation (dashed line); $\theta_t$ = critical scattering angle; angular width of near critical region $\delta = O(\beta^{-1/2})$. Reprinted with permission from Fiedler-Ferrari, Nussenzveig and Wiscombe [1991]. © 1991 by the American Physical Society.

The Goos–Hänchen shift on a plane interface is of the order of the wavelength, so that measurements in the visible require amplification by multiple passages (Goos and Hänchen [1947]). In contrast, the spherical Goos–Hänchen angular displacement is a macroscopic effect, observable with the naked eye. Experimental observations (Tran, Dutriaux, Balco, Le Floch and Bretenaker [1995]) for large size parameters are in very good agreement with CAM theory predictions, including the polarization dependence.

§ 10. The rainbow

10.1. The Debye expansion

Going over to $N > 1$, the chief applications are to light scattering by water droplets in the atmosphere, that gives rise to several striking meteorological optics effects (Greenler [1980], Lynch and Livingston [2001], Minnaert [1993], Tricker [1970]). The CAM treatment is based on the Debye expansion (Debye [1909a]),
an exact representation of the $S$ function that parallels the ray optics description in terms of multiple internal reflections within a droplet.

We denote by 1 and 2 the interior of the sphere and the external region, respectively. The interaction of an incoming spherical multipole wave with the sphere is broken up into an infinite series of partial transmissions through the surface, going through the center, which plays the role of a perfect reflector, converting incoming into outgoing waves that are again partially reflected at the surface and partially transmitted to the outside region (fig. 16).

Each interaction with the surface gives rise to spherical reflection and transmission coefficients $R_{ij}(\lambda, \beta), T_{ij}(\lambda, \beta), (i, j) = (1, 2), p = (1, 2)$, where $p$ is the polarization index (Van Der Pol and Bremmer [1937], Nussenzveig [1969a]). They are related with the Fresnel reflection and transmission amplitudes.

Each term in the Debye expansion has a Poisson representation that is treated by the CAM methods discussed in Section 7.2: all integrands are meromorphic functions. CAM yields rapidly convergent asymptotic approximations for $\beta \gg 1$.

Background integrals are dominated by saddle-point contributions that yield the WKB approximation for ray paths with corresponding numbers of internal reflections. In different angular regions, the number of real saddle points (geometrical-optic rays) can vary, giving rise to transition regions described by penumbra Fock-type effects, as well as to rainbow-type transitions, that are discussed below.

The complex poles, named Regge–Debye poles, give rise to surface waves generated by glancing incident rays, as was found for an impenetrable sphere, again
associated with tunneling. However, after describing any arc along the surface, they can now take “shortcuts” across the sphere (cf. fig. 25(b), below), with amplitudes determined by surface wave transmission coefficients, and the contributions from all possible such paths must be summed over.

One must also consider how fast the Debye series itself converges. Successive terms are damped roughly by the average internal reflection amplitude within the domain of angles of incidence that contributes. For below-edge rays, the internal reflection amplitude tends to be very small, implying fast convergence, except for near-glancing incidence. Thus, for water droplets, it usually suffices to consider only the first three terms of the Debye series (direct reflection, direct transmission and transmission after one internal reflection), which, in geometrical optics, contribute over 98.5% of the total intensity (Van De Hulst [1957]).

This does not prevent the intensity from becoming highly concentrated in narrow angular regions, as happens in the glory (Section 12), or in narrow size-parameter ranges (Mie resonances, Section 11). To survive internal reflection damping, such contributions must arise from near-total internal reflection, i.e., incidence near the edge. Thus, for the glory and for Mie resonances, slow convergence of the Debye expansion is expected, and one must either consider many terms or go back to the Mie series.

10.2. The primary rainbow

For rainbow history, we refer to Boyer [1987], Jackson [1999], and Lee and Fraser [2001]. We have already commented above on the contributions from Descartes, Newton, Young and Airy. The primary rainbow is contained in the third Debye term, associated with a single internal reflection. The rainbow scattering angle \( \theta_R \) separates the shadow side of the primary rainbow (Alexander’s dark band: no real rays with a single internal reflection) from the bright side, covered by two geometric rays with different paths (in a domain \( \theta_L > \theta > \theta_R \)); the interference between them gives rise to the supernumeraries.

The two real rays on the bright side are associated with two real saddle points in the \( \lambda \) plane, shown as black and white circles in fig. 17(a). As \( \theta \) decreases from \( \theta_L \) to \( \theta_R \), the two saddle points move towards each other, coalescing at the rainbow angle \( \theta = \theta_R \). On the shadow side, for \( \theta < \theta_R \), the two saddle points become complex, moving apart along complex conjugate paths. The contribution from the saddle point in the lower half-plane is dominant. It represents a complex ray, describing light tunneling into the shadow side.

Each saddle point has a range, its neighborhood in the \( \lambda \) plane that gives a significant contribution to the integral. When the two ranges overlap, as happens
around the rainbow angle (fig. 17(b)), the ordinary saddle-point method must be modified, in order to yield a uniform asymptotic approximation. The uniform procedure was developed by Chester, Friedman and Ursell [1957]. It was applied by Berry [1966] to quantum potential scattering, by Nussenzveig [1969a] to scalar wave rainbow scattering, and by Khare and Nussenzveig [1974] and Nussenzveig [1979] to electromagnetic rainbow scattering. The Airy theory is a transitional lowest-order approximation (in all respects) to the uniform theory.

Interference with the Debye direct reflection contribution produces rapidly oscillatory “fine structure”. Figure 18 shows a comparison, in the primary rainbow region, between parallel polarized intensities from Mie, CAM and Airy theories, after subtracting out fine structure, for water droplets with size parameter 1500 (requiring more than 1500 terms in the Mie summation). The uniform CAM approximation agrees very well with the exact theory: the small oscillatory differences arise from higher-order Debye non-rainbow contributions. However, Airy theory fails completely for this polarization, reversing the locations of supernumerary maxima and minima. For the dominant perpendicular polarization, agreement within the main rainbow peak (though not outside it) is much better (Khare and Nussenzveig [1974]).

The reason for the poor performance of Airy theory for parallel polarization is that the two interfering contributions to the supernumeraries have incidence angles on opposite sides of the Brewster angle, leading to an additional 180° phase shift not accounted for in Airy’s classical diffraction theory. Experimental imaging polarimetry of the rainbow supports these results (Können and De Boer [1979], Barta, Horváth, Bernáth and Meyer-Rochow [2003]).
Extended numerical comparisons between the Mie and Airy theories have been made (Wang and Van De Hulst [1991], Lee [1998]). Taking into account the size dispersion of water droplets in clouds tends to smooth out rapid interference oscillations and decrease discrepancies. The dark band, where tunneling occurs, becomes dominated by other Debye contributions, such as externally reflected light and higher-order rainbows. In terms of visual perception, rather than physical variables, differences are hard to detect.

On the other hand, applications to rainbow refractometry require more precise quantitative data. A comparative analysis of Mie, CAM and Airy theories (Saengkaew, Charinpatnikul, Vanisri, Tanthapanichakoon, Mees, Gouesbet and Grehan [2006]) shows that, for an extended angular domain which includes the secondary rainbow, and taking into account droplet size dispersion, Airy theory overestimates intensities and yields incorrect supernumerary positions at larger angles, whereas CAM agrees closely with Mie theory and requires dramatically smaller computation times.

Shape distortion of larger raindrops by air-drag forces changes rainbow features only slightly, an indication of their structural stability. Structurally stable
caustics, of which the rainbow is the simplest one, are associated with “diffraction catastrophes” (Berry and Upstill [1980]).

§ 11. Mie resonances and ripple fluctuations

11.1. Mie resonances

The effective potential (7.4) for \( N > 1 \) is shown in fig. 19(a). It superposes a rectangular well onto the centrifugal barrier, recalling the nuclear well surrounded by the Coulomb barrier models employed in the early treatments of quantum tunneling (Section 1). This is a typical shape that gives rise to resonances. We consider impact parameters \( b \) in the range

\[
a \leq b \leq Na
\]  

(11.1)

corresponding to incident rays that pass outside the sphere (fig. 19(b)), so that the “energy” \( k^2 \) lies between the top \( T \) of the external barrier at \((\lambda/a)^2\) and its bottom \( B \) at the well depth (7.3) below (fig. 19(a)).

Besides the outer turning point at \( r = b \), there are two inner turning points, at \( r = a \) and at \( r = b/N \). Correspondingly (fig. 19(b)), the incident ray tunnels through the centrifugal barrier to the surface and takes a shortcut inside, so that it undergoes multiple internal reflections between the two radial turning points, the inner sphere representing a caustic for the transmitted rays.

![Fig. 19. (a) The effective potential for a sphere of radius \( a \) with \( N > 1 \), with a sketch of resonance wave functions for \( n = 0 \) and \( n = 1 \). (b) A corresponding incident ray with impact parameter \( b > a \).](image)
Since internal incidence is beyond the critical angle, reflection would be total in geometrical optics, producing a *bound state of light*. However, tunneling back to the outside through the centrifugal barrier allows radiation to escape. Within narrow neighborhoods of “resonance energies”, analogous to quantum energy levels within the well, boundary condition matching leads to very large ratios of internal to external wave amplitudes, as illustrated in fig. 19(a). This provides the physical interpretation of Mie resonances (Nussenzveig [1989], Guimarães and Nussenzveig [1992, 1994], Johnson [1993]).

Mie resonances have also been referred to as “whispering gallery modes”, by analogy with acoustics (Lord Rayleigh [1910]), and as “morphology-dependent resonances” (Chang and Campillo [1996]). They are also associated with the natural modes of oscillation of a dielectric sphere (Debye [1909a], Nussenzveig [1972]).

For a given angular momentum, several resonances may arise. They are characterized by a “family number” $n$ ($= 0, 1, 2, \ldots$), the number of nodes of the radial wave function within the well in the limit of zero leakage: wave functions for $n = 0$ and $n = 1$ are sketched in fig. 19(a). The lower the value of $n$, the deeper the quasibound state lies within the well and the longer is the resonance lifetime, since it must tunnel across an increasing barrier width.

In CAM theory, the resonances are described by the complex Regge poles (Sections 6, 7) $\lambda_{nj}(\beta)$, where $j = 1, 2$ is the polarization index. As $\beta$ varies, the poles describe *Regge trajectories*, that give unified descriptions of all resonances with the same family number $n$. A resonance with polarization $j$ in partial wave $l$ arises when $\text{Re} \lambda_{nj}$ crosses the physical value $\lambda = l + \frac{1}{2}$. The resonance width follows from $\text{Im} \lambda_{nj}$, which is determined by the transmissivity of the potential barrier; as above, the lowest $n$ yield the narrowest resonances.

11.2. Ripple fluctuations

Resonance contributions to the polarized amplitudes correspond to residues at the Regge poles. The contributions from Debye terms that were discussed above play the role of background amplitudes, and their interference with resonance contributions must be taken into account in the total polarized intensities and cross-sections.

In the behavior of cross-sections as functions of size parameter, Mie resonances contribute to the “ripple”, a very complex structure showing rapid quasiperiodic fluctuations and peaks with a variety of heights and widths (Shipley and Weinman [1968]), that appears at all scattering angles and is highly sensitive to refractive index changes, representing a serious nuisance in numerical computation. An exam-
ple is the extinction efficiency $Q_{\text{ext}}(\beta)$ (ratio of total to geometrical cross-section) of water droplets for $\beta$ between 4 and 50, shown in fig. 20.

A typical water droplet in the atmosphere, with radius of the order of 10 µm, is highly transparent in the visible and is very close to spherical shape because of surface tension, so that the Mie model is very realistic and the sharp ripple fluctuations are present. For an oil droplet of this size, they are so narrow that a fractional change in average radius of the order of 0.1 Å could be experimentally detected by monitoring radiation pressure (Ashkin [1980])!

In view of the extreme narrowness of the resonances for the large values of $\beta$ that are required in many applications, it is important to determine resonance positions with accuracy better than the resonance width. This has been done employing uniform asymptotic approximations (Guimarães and Nussenzveig [1992]).

The quasiperiodic features of the resonances arise from the period of Regge recurrences, successive passages of a Regge trajectory near physical values of the angular momentum. The quasiperiod is approximately given by (Chylek [1990])

$$\delta \beta \sim M^{-1} \tan^{-1} M, \quad M \equiv \sqrt{N^2 - 1},$$

which is 0.821 for $N = 1.33$.

A CAM fit to $Q_{\text{ext}}$ within the quasiperiod $58.2 \leq \beta \leq 60.0$ (Guimarães and Nussenzveig [1992]) is shown in fig. 21. All resonances that contribute are la-
§ 12. Light tunneling in clouds

Among the largest uncertainties in climate modeling is the effect of clouds on solar radiation. Predictions from atmospheric models for solar absorption by water clouds are based on parametrizations (Mitchell [2000]) of Mie scattering. Since
Fig. 22. Forward glory paths for the $p = 4$ Debye term, $N = 1.33$. (a) Real glory rays; (b) Surface waves with missing angle $\zeta = 30^\circ$.

size parameters range up to several thousand, a computational step size $\Delta \beta = 0.1$ is usually adopted (Dave [1969]) to reduce the effort required.

The proliferation of resonances with widths far below 0.1 in such intervals, however, leads to aliasing errors in radiative transfer calculations. Can Mie resonances have a significant effect? Sharp resonance absorption peaks have a Lorentzian shape, and all their contributions are additive, so that their effect must be investigated.

In order to estimate the total effect of Mie resonances on absorption (Nussenzveig [2003]), one can start by looking at their contribution to the density of states. The density of states can be evaluated by quantizing the Mie modes. It is found (De Carvalho and Nussenzveig [2002]) that the ratio $R$ of the contribution from Mie resonances to the total density of states, for $\beta \gg 1$, is asymptotically given by

$$R = \left( \frac{M}{N} \right)^3,$$

where $M$ is defined by (11.2). Thus, for $N = 1.33$, approximately 29% of the total mean density of states arises from resonances.

Another asymptotic estimate is obtained from the WKB approximation, assuming $\kappa \ll 1$, where $\kappa$ is the imaginary (absorptive) part of the complex refractive index. This weak absorption assumption is valid for water in the visible. The result (Nussenzveig [2003]) is

$$\langle Q_{\text{abs, res}} \rangle \frac{Q_{\text{abs, GO}}}{Q_{\text{abs, GO}}} = \frac{3}{4} \frac{\tan^{-1} M}{(N^3 - M^3)} \left[ \left( \frac{M}{\tan^{-1} M} \right)^2 - 1 \right]$$

(12.2)

where $\langle \cdots \rangle$ denotes an average over the quasiperiod $\delta \beta$ and the indices refer to the resonance contribution and the geometrical-optic contribution to the absorp-
Light tunneling in clouds

Fig. 23. Average spectral absorption efficiency of a 10-µm-radius water droplet in the near infrared (left log scale). The contribution from tunneling (% of total, right % scale) and the % error from plotting at 0.1 steps (right scale) are shown.

Absorption efficiency (ratio of absorption cross-section to geometrical cross-section). For \( N = 1.33 \), the ratio (12.2) is \( \approx 15.6\% \), another indication that the contribution from resonances is significant.

A precise numerical computation of the Mie resonance contribution to solar absorption for a typical cloud water droplet with \( a = 10 \) µm was performed by Nussenzveig [2003]. Spectral averages \( \langle Q_{\text{abs}} \rangle \) over \( \delta \beta \) were evaluated, as well as the tunneling (above-edge) contribution \( \langle Q_{\text{abs,ae}} \rangle \), that includes all resonances. For this purpose, resonances can be treated as Lorentzians, with positions and widths given by the uniform CAM approximation (Guimarães and Nussenzveig [1992]), and relatively slow-varying nonresonant terms can be plotted at 0.1 steps, greatly simplifying the numerical computation. In order to determine the aliasing percent error, the Mie evaluation was also performed at 0.1 steps for comparison.

The spectral range plotted includes most of the domain where liquid water absorption in a typical stratus cloud (Davies, Ridgway and Kim [1984]) is significant. The results are displayed in fig. 23. They show that the average tunneling contribution to absorption is of the order of 20%, consistent with the above estimates. This is a truly global, large-scale, macroscopic consequence of light tunneling: a sizable proportion of the solar darkening effect of typical liquid water clouds arises from tunneling!
How about the aliasing percent error? As seen in fig. 23 for $a = 10 \mu$m, besides negative errors that exceed 10% from missing contributions of sharp resonances, there are also positive errors, arising from overestimation of resonance peak areas due to the coarseness of the interval.

In order to find out possible global climate repercussions of these results, one must apply a radiative transfer model to determine how they are affected by averaging over realistic size distributions and by multiple scattering. This has been done by Zender and Talamantes [2006]. The results confirm the conclusion that the canonical computational step size $\Delta \beta = 0.1$ should not be adopted when aiming at accuracy better than 10%.

To resolve all sharp resonances requires $\Delta \beta \sim 10^{-7}$. Over 10 nm and narrower spectral bands, as employed in satellite and aircraft remote sensing, the canonical resolution may lead to absorption biases up to 70%, so that Mie resonance absorption must be included for reliable results. However, the overall increased cloud heating arising from this source is found to be less than 0.1%, a negligible effect for global climate. This results from cancellations of positive and negative errors, already seen in fig. 23 for a monodispersion, as well as from overlap between absorption by liquid droplets and by water vapor. However, the conclusion applies to pure water liquid droplets. Effects of contamination by absorbers such as soot (Chylek, Lesins, Videen, Wong, Pinnick, Ngo and Klett [1996]) remain to be considered.

§ 13. The glory

13.1. Observations and early theories

The most striking manifestation of light tunneling, and one of the most beautiful among natural phenomena, is the glory. In Philip Laven’s web site www.philiplaven.com some wonderful pictures of glories and other meteorological phenomena can be found; this site is also highly recommended for its color displays of Mie and Debye fits to angular distributions and other features of these effects.

The first recorded observation of the glory was made at Mount Pambamarca in the Ecuador Highlands (formerly Peru) some time between 1737 and 1739 (Lynch and Futterman [1991]), by members of a French Academy of Sciences expedition, led by Bouguer and La Condamine, accompanied by the Spanish captain and astronomer Antonio de Ulloa\(^1\), to make measurements concerning the Earth’s shape. This is one of the expeditions about which Voltaire wrote his satirical couplet

\(^1\) Ulloa brought back the first samples of platinum to reach Europe (Watson and Brownrigg [1749]).
“Vous avez confirmé dans ces lieux pleins d’ennui
Ce que Newton connut sans sortir de chez lui.”

What they observed, as related by Bouguer, was (cf. Pernter and Exner [1910])
“...a phenomenon which must be as old as the world, but which no one seems
to have observed so far... A cloud that covered us dissolved itself and let through
the rays of the rising sun... Then each of us saw his shadow projected upon
the cloud... What seemed most remarkable to us was the appearance of a halo or
glory around the head, consisting of three or four small concentric circles, very
brightly colored, each of them with the same colors as the primary rainbow, with
red outermost...”

Ulloa, who drew a picture of their observation, added:
“...The most surprising thing was that, of the six or seven people who were
present, each one saw the phenomenon only around the shadow of his own head,
and saw nothing around other people’s heads...”

A detail of a beautiful (and fanciful) engraving based on this observation,
together with the frontispiece of the book where it appeared (Juan and Ulloa
[1748]), is reproduced in fig. 24. One may wonder about the connection between
such impressive observations and the ubiquitous representations of deities and
emperors wearing halos in eastern and western iconography.

In his Nobel Lecture (Wilson [1927]), C.T.R. Wilson describes why he invented
the cloud chamber:
“In September 1894 I spent a few weeks in the Observatory which then existed
on the summit of Ben Nevis, the highest of the Scottish hills. The wonderful optical
phenomena shown when the sun shone on the clouds surrounding the hill-top,
and especially the coloured rings surrounding the sun (coronas) or surrounding
the shadow cast by the hill-top or observer on mist or cloud (glories), greatly
excited my interest and made me wish to imitate them in the laboratory.”

Although he did not succeed in his original aim, he soon discovered that it
allowed visualization of charged particle tracks!

The glory was a favorite image among romantic writers (Hayter [1973]), inspir-
ing Coleridge’s beautiful poem “Constancy to an ideal object”. Besides mountain-
top observations, sightings were made from balloons and nowadays glory sight-
ings around the shadow of an airplane on the clouds (Bryant and Jarmie [1974])
have become fairly common.

Early attempts to explain the glory were based on a mistaken analogy with
diffraction coronas, which arise from the forward diffraction Airy pattern (8.1).
The reversal of the direction of propagation was attributed by Fraunhofer and
Pernter (Pernter and Exner [1910]) to reflection from clouds, an untenable pro-
posal.
B. Ray [1923] correctly concluded from experiments with artificial clouds that the glory arises from backscattering by individual water droplets. However, he also proposed (as did Bricard [1940]) that this was produced by interference between axially reflected rays from the front and back surfaces of a droplet. As will be seen below, this contribution is negligible in the glory. A proposal by Bucerius [1946] based on what he termed “backwards diffraction” was also incompatible with observed glory features.

Thus, more than two centuries after the first reported observation, no theory existed to account for the glory, apart from Mie theory. However, the typical range of size parameters in which the glory is observed ranges from $\beta \sim 10^2$ to $10^3$, so that Mie summations have to include hundreds of partial waves, and the plotting increment has to be extremely small because of the ripple (Sections 11, 12).
sides, numerical results do not reveal what physical features are relevant. According to a statement attributed to Eugene Wigner, “It is very nice that the computer understands the problem, but I would like to understand it too.”

13.2. Van De Hulst’s theory

An important contribution to the theory of the glory was given by Van De Hulst [1947]. Forward glory rays were discussed in Section 11. Could the glory be produced by backward glory rays? The lowest-order such ray would require one internal reflection, as illustrated in fig. 25(a). Also shown in the figure are two neighboring rays, as well as a portion of an incident plane wavefront, converted after backscattering into a curved wavefront with a virtual focus at F.

For a generic scattering angle, this would be a virtual point source of spherical waves. However, for backscattering there is axial symmetry, so that F is part of
a virtual ring source, associated with toroidal wavefronts. By applying Huygens’
principle to such a wavefront, van de Hulst shows that it gives rise to a backscat-
ering amplitude enhancement by a factor of order $(kb)^{1/2}$, where $b$ is the impact
parameter of the glory ray. In terms of Young’s theory of edge diffraction, this axial focusing enhancement is also the explanation of the Poisson spot at the center
of the shadow of a circular disc.

For water droplets, however, a backward glory ray of the type shown in
fig. 25(a) does not exist. The largest deviation, for tangentially incident rays,
would still leave an angular gap of about $15^\circ$ from the backward direction. It
was suggested by van de Hulst [1957] that this gap might be bridged by a com-
bination of surface waves and shortcuts, as illustrated in fig. 25(b). However, a
quantitative procedure to derive such contributions was not available at that time.

13.3. CAM theory: background contributions

The earliest CAM treatment of the glory was in scalar scattering (Nussenzveig
[1969b]). It verified that the axial-ray contribution proposed by Ray and Bricard
is negligible and it provided the first evaluation of van de Hulst’s surface wave
term, as the residue of a Regge–Debye pole. The result for a typical value of $\beta$
confirmed its relevance to the glory, but indicated the need to include higher-order
Debye terms. A preliminary discussion of their contributions was given.

The extension to electromagnetic scattering (Khare [1975, 1982], Khare and
Nussenzveig [1977a], Nussenzveig [1979, 1992]) verified these conclusions of
the scalar treatment and determined which terms in the Debye series are most significant. It found that, besides surface-wave contributions, there are also relevant effects from higher-order rainbows formed around the backward direction. The rainbow enhancement persists at greater deviations because the width of the rainbow region increases with rainbow order.

We denote by $p$ the order of the Debye term ($p-1$ internal reflections). The refractive index of water is close to the value

$$N = \left[\cos(11\pi/48)\right]^{-1} \approx 1.33007,$$

for which a tangentially incident ray produces a closed orbit, a regular star-shaped 48-sided polygon (fig. 26), so that there is a real backward glory ray with $p = 24$. To the right of the vertical axis in fig. 26 lie rays that generate surface-wave contributions; to the left, those associated with rainbow contributions, where the backward direction lies on the shadow side of the rainbow.
Both types of contributions are damped by tunneling: surface-wave tunneling or rainbow shadow tunneling. The ordering of contributions taking into account this damping is indicated by the length of the arrows in fig. 26, but this does not include the additional damping by internal reflections. The different size dependence of these various damping effects leads to a change in dominance order with $\beta$. In the typical glory range, the leading surface wave term is van de Hulst’s $p = 2$; the leading rainbow term is the 10th-order rainbow $p = 11$, for which the rainbow angle is $3^\circ$ beyond the backward direction.

Numerical computations (Khare [1975, 1982], Khare and Nussenzveig [1977b], Nussenzveig [1992]) confirm these estimates (see also Laven [2004] and the site www.philiplaven.com). All dominant background contributions arise from tunneling in the edge domain

$$|\lambda - \beta| = O(\beta^{1/3}),$$

where internal reflection damping is small, leading to complex interference effects among many Debye terms.

In order to assess the validity of the dominant CAM approximation to the background, that from the third Debye term, $p = 2$ (which contains the van de Hulst surface wave), we look at the backscattering gain $G(\beta, \pi)$, defined as the ratio of the backscattered intensity to its limiting geometrical-optic value for an isotropic scatterer (a totally reflecting sphere). In fig. 27, we compare the Mie result for

![Fig. 27. Comparison between the Mie and CAM theories for the third Debye term $p = 2$. Oscillations arise from interference between the axial and van de Hulst contributions.](image-url)
G_{2,Mie} with its lowest-order CAM approximation G_{2,CAM}, the sum of the van de Hulst surface wave and the WKB term, for N = 1.33007 (cf. eq. (13.1)). The plotting range is 100 \leq \beta \leq 200, a typical range for glory sightings (van de Hulst [1957]).

The oscillations, with period (where M is defined in eq. (11.2))

\[ \Delta \beta = \frac{2\pi}{\pi + 2 - 4[N - M + \cos^{-1}(1/M)]}, \]

which for N = 1.33 is \approx 14, one of the dominant periods identified in the backscattering pattern (Shipley and Weinman [1968]), arise from interference between these two contributions. We see that G_{2,CAM} is already a fairly good approximation to G_{2,Mie}, even with the van de Hulst term evaluated only to lowest order, and the physical interpretation of the third Debye term is confirmed.

13.4. CAM theory: Mie resonance contributions

As was mentioned in Section 11.2, the total CAM polarized amplitudes include the background (Debye) terms discussed in Section 13.3 and the ripple contributions from Mie resonances, given by the residues at the Regge poles. We consider first the relative contributions from Mie resonances and background within a single quasiperiod.

In fig. 28 (Guimarães and Nussenzveig [1992]), the Mie result for G for N = 1.33, over one quasiperiod around \beta = 58.6, is compared with a CAM approximation that includes in the background just the van de Hulst term and the 10th-order rainbow term; direct reflection, also included, gives a much smaller contribution. We see that these terms alone increase the backscattering to values comparable with that for a total reflector.

At the sharp Mie resonances within this quasiperiod, the backscattered intensity from the transparent sphere exceeds that of a total reflector by one order of magnitude! The contributions from background and Regge terms alone are also plotted, as well as the ratio |S_B/S_R| of the background amplitude to the Regge one, showing that they are of comparable magnitude, so that their interference must be taken into account in the backscattered intensity. The typical CAM errors for this lowest-order CAM approximation, that neglects higher-order Debye contributions to the background, is of order 20%. The fit of the backward gain, the feature that is hardest to evaluate, in view of tunneling dominance, is a crucial test of CAM theory.

The localization principle allows us to determine the relative weight of below-edge and above-edge incident ray contributions in the backscattering gain. In
Fig. 28. Backward gain for $N = 1.33$: comparison between Mie and a CAM approximation that includes only $p = 0, 2$ and $11$ background Debye terms. Contributions that would arise from background and Regge (Mie resonance) terms alone are plotted, as well as the ratio $|S_B/S_R|$ of background to Regge amplitudes.

Fig. 29 (from Nussenzveig [2003]), $\langle G(\beta) \rangle$, the backscattering gain averaged over the quasiperiod (11.2) for $N = 1.33007$, is plotted in the size parameter range 5–150. We compare the Mie result $\langle G_{\text{Mie}} \rangle$ with the above-edge contribution, the below-edge contribution $\langle G_{\text{be}} \rangle$ and the geometrical-optic result $\langle G_{\text{go}} \rangle$.

In the plotted range, the average gain is of the order of 1.4, a value 40% higher than that for totally reflecting spheres and 14 times higher than the geometrical-optic result $\langle G_{\text{go}} \rangle$. Geometrical optics is totally unable to account for the glory, even at large size parameters. The complicated structure of the below-edge contribution results from interference among many higher-order Debye terms (Section 13.3). The above-edge tunneling contribution is strongly dominant, although there is appreciable interference with the below-edge contribution.

Figure 29 also shows the nonresonant CAM background approximation $\langle G_{\text{CAM,}NR} \rangle$, the average over quasiperiods of the approximation represented in Fig. 28, that includes the van de Hulst term and the 10th-order rainbow term. Although $\langle G_{\text{CAM,}NR} \rangle$ contributes less than half of the total gain, it is representative.
Fig. 29. Average backscattering gain factor of a water droplet with \( N = 1.33007 \) in the size parameter range 5–150. The Mie result is compared with the above-edge and below-edge contributions, as well as with geometrical optics. The CAM approximation to the background (nonresonant) corresponding to fig. 28 is also plotted.

of the qualitative behavior of \( \langle G_{\text{Mie}} \rangle \), with peaks and valleys in the two curves closely matched.

It can be verified that above-edge terms also dominate \( \langle G_{\text{CAM},nr} \rangle \), so that tunneling also plays a major role in the van de Hulst surface wave. Experimental detection of the van de Hulst surface wave has been achieved in the terahertz domain (Cheville, McGowan and Grischkowsky [1998]).

CAM theory also yields the angular distribution and polarization of the glory. For near-backward scattering, it leads to a general approximation (Nussenzveig [1992]) of the angular dependence of the amplitudes, that follows directly from the asymptotic near-backward behavior of the angular functions in (5.1):

\[
S_1 (\beta, \theta) \approx 2 S^M(\beta) J'_1(u) + 2 S^E(\beta) \left[ J_1(u)/u \right],
\]

\[ u \equiv \beta(\pi - \theta) \text{ not } \gg 1, \]  

(13.4)

where \( S^M(S^E) \) is the magnetic (electric) multipole contribution to the Mie amplitudes at \( \theta = \pi \) and \( -S_2(\beta, \pi) \) follows by interchanging \( S^M \leftrightarrow S^E \); \( J_1 \) is the Bessel function.

A similar expression was proposed by Van De Hulst [1957], who tried to adjust the Bessel function coefficients by an empirical fit to observations of glory ring
angular size. For natural incident light, it follows from (13.4) that the angular
distribution and the polarization are given respectively by
\[ \frac{i(\beta, \theta)}{i(\beta, \pi)} = J_0^2(u) + c(\beta) J_2^2(u), \]
\[ P(\beta, \theta) = \frac{2\sqrt{c(\beta)} J_0(u) J_2(u)}{J_0^2(u) + c(\beta) J_2^2(u)}, \]
(13.5)

where
\[ c(\beta) \equiv \frac{S_E(\beta) - S_M(\beta)}{[S_E(\beta) + S_M(\beta)]^2}. \]
(13.6)

The parameter \( c(\beta) \) also undergoes large ripple fluctuations (Nussenzveig [2002]). Even its size average over quasiperiods still shows substantial variation, in agreement with the fact that the angular distribution and the polarization of natural glories are highly variable. A roughly representative value is \( \langle c \rangle \approx 3 \), consistent with van de Hulst’s empirical fits.

The corresponding angular distribution and polarization are plotted in fig. 30. They agree with the observed haziness of the first glory dark ring and with the strong radial polarization of the outer rings, opposite to that of the central ring. Polarization reversals occur in regions of near-vanishing intensity.

Tunneling contributions to Mie resonances and to the glory arise from the
above-edge size parameter range
\[ a < b < Na. \]
(13.7)

Fig. 30. Typical angular distribution and polarization in natural glories; \( u \equiv \beta(\pi - \theta) \).
Comparing this with (8.3), we see that Newton’s “action at a distance” effective range now extends to distances of the order of the sphere radius above its surface, independent of the wavelength. Newton’s Query 20 (Section 1) might be taken to describe the effect of the centrifugal barrier on the effective potential (“refractive index”). These results provide a most striking validation of his conjectures about diffraction.

§ 14. Further applications and conclusions

14.1. Further applications

14.1.1. Average Mie efficiency factors

In applications to radiative transfer, three dimensionless parameters, defined by normalizing the various cross-sections relative to the geometrical cross-section, play an important role: the efficiency factors for extinction, absorption and radiation pressure (Van De Hulst [1957]). In Mie scattering, their behavior as functions of $\beta$ is subject to ripple fluctuations, exemplified in fig. 20.

CAM approximations to size averages of these efficiencies over intervals $\Delta \beta \approx \pi$ have been evaluated (Nussenzveig and Wiscombe [1980b], Nussenzveig [1992]) and compared with corresponding Mie results. CAM contributions taken into account included the background (Debye terms), but not the ripple.

The results differ from WKB and classical diffraction theory by below-edge and above-edge corrections arising from anomalous reflection and tunneling in the edge domain (13.1). They greatly improve accuracy relative to these approximations and reduce computing time by a factor of order $\beta$ with respect to Mie computations.

14.1.2. Microsphere cavities

Transparent microspheres can be regarded as optical cavities. The cavity modes are the Mie resonances; the extreme narrowness that they can attain thanks to tunneling is equivalent to very high cavity $Q$ factors. Pioneering work to achieve this aim with silica microspheres was done by Braginsky, Gorodetsky and Ilchenko [1989], leading to the experimental realization of a $Q$ factor of order $10^9$ (Gorodetsky, Savchenkov and Ilchenko [1996]).

Applications to quantum and nonlinear optics, cavity quantum electrodynamics and chemical physics are reviewed in a book edited by Chang and Campillo [1996]; see also Fields, Popp and Chang [2000] and Von Klitzing, Long, Ilchenko,
Hare and Lefèvre-Seguin [2001]. A recent report on applications to photonics and nonlinear optics (Matsko, Savchenkov, Strekalov, Ilchenko and Maleki [2005]) contains several hundred references; for a short review, see Vahala [2003].

14.1.3. Chaotic scattering

An early demonstration of the nonlinear optical effects of Mie resonances was the observation of lasing in dye-doped ethanol droplets (Tzeng, Wall, Long and Chang [1984]), arising from the large internal field between the droplet rim and the internal caustic sphere (Section 11.1). In freely falling droplets, which take on a spheroidal shape, lasing is confined to restricted angular domains around the rim (Qian, Snow, Tzeng and Chang [1986]).

The extreme variability of Mie resonance parameters to changes in size and refractive index is an indication of sensitive dependence on initial conditions, but it is not sufficient for chaos. As interpreted at the level of ray optics, however, the preferential lasing domains arising from spheroidal deformation signal the onset of chaos (Mekis, Nöckel, Chen, Stone and Chang [1995]), associated with a Kolmogorov–Arnold–Moser/Lazutkin transition (Lazutkin [1993]). In ray-optics terms, the transition to chaos occurs when the deformation allows internal incidence below the critical angle at specific regions of the boundary, leading to escape through these regions.

For other discussions of the connections between tunneling and chaos, involving also complex rays and penumbra diffraction, see Heller and Tomsovic [1993], Doron and Frischat [1995], and Primack, Schanz, Smilansky and Ussishkin [1997].

14.1.4. Photonic crystals

Mie resonances represent nearly bound states of light. Can they be rendered truly bound? This becomes possible in a crystal arrangement of microspheres. If a Mie resonance of the individual units overlaps with a collective Bragg resonance of the crystal, the light that tunnels out from a microsphere may be returned to it by the Bragg collective effect, and thus become trapped within the microsphere, corresponding to strong localization of light (John [1991], Chabanov and Zenack [2001]).

This intuitive picture is a highly simplified version of what takes place in photonic crystals (Joannopoulos, Meade and Winn [1995]), giving rise to photonic band gaps (John [1987], John and Wang [1991], Antonoyiannakis and Pendry [1997, 1999], Lidorikis, Sigalas, Economou and Soukoulis [1998], Moroz and Tip [1999]). A recent analysis is by Vandenbem and Vigneron [2005].
14.1.5. Dwell time

Complementary to the description of resonances in the frequency domain are their effects in the time domain. Since Mie resonant states decay by tunneling, this brings up the question of “tunneling time”: how long does it take to tunnel through a barrier? This highly debated and controversial question, that has led to apparent paradoxes such as supposedly superluminal propagation, is an ill-posed one (Chiao and Steinberg [1997], De Carvalho and Nussenzveig [2002]).

At Mie resonances, the long whispering-gallery-like paths within the sphere greatly increase the dwell time (De Carvalho and Nussenzveig [2002]) of light in the neighbourhood of the scatterer. For a random medium with a large number of identical scatterers the velocity $v_E$ of energy propagation is given by (Van Albada, Van Tiggelen, Lagendijk and Tip [1991], Van Tiggelen, Lagendijk, Van Albada and Tip [1992], Sheng [1990, 1995])

$$v_E \approx \frac{c}{1 + (T_d/\tau_{mf})},$$  \hspace{1cm} (14.1)

where $T_d$ is the dwell time and $\tau_{mf}$ is the mean free time between successive scatterings. Thus, long dwell time delays can greatly reduce the velocity of energy propagation.

When such long time delays take place in an active medium, the resulting feedback enhances the gain. This can lead to mirrorless “random lasers” (Letokhov [1968], Lawandy, Balachandran, Gomes and Sauvain [1994], Burin and Cao [2004], Hu, Yamilov, Noh, Cao, Seelig and Chang [2004]).

14.1.6. Optical imaging and near-field microscopy

The evanescent waves produced by optical tunneling have very important applications in optical imaging (Bryngdahl [1973]) and near-field microscopy (Courjon and Bainier [1994], Paesler and Moyer [1996], Courjon [2003]). The basic idea is to use evanescent waves as a probe, to overcome the diffraction limit of resolution in the far field, which is of the order of the optical wavelength. For electron microscopy, this has led to the atomic force microscope and the scanning tunneling electron microscope, that have been the foundations of the nanotechnology revolution. Scanning near-field optical microscopy (Vigoureux, Girard and Courjon [1989], Richards [2003]) and photon tunneling microscopy (Guerra [1990]) are optical analogues of these techniques.
14.2. Conclusions

The history of light tunneling is closely connected with the history of diffraction theory, as might have been expected, since both deal with the penetration of light into “forbidden regions”. The classical diffraction theories of Young and Fresnel, based on Huygens’ Principle and on the blocking effect, account for some of the most conspicuous features of diffraction, but they omit tunneling effects. Some features of tunneling are approximately represented in Keller’s and Fock’s theories. Newton’s insights about diffraction, expounded in his remarkable Queries, are consistent with a tunneling interpretation and are vindicated by the analysis of scattering by spheres.

The Mie problem occupies a unique position in the study of scattering and diffraction, comparable to that of the Ising model in statistical physics. It is an exactly soluble and highly nontrivial model that is also realistic. Some of its features (in particular, those connected with Mie resonances) have been evaluated and measured with a precision approaching that of quantum electrodynamics. However, as was observed by Fock [1948], there is a long way from the rigorous theoretical solution of the Mie problem to an approximate one that can reproduce and explain all the qualitative and quantitative features of the phenomena it describes.

CAM theory has led to highly accurate approximations of the variety of diffraction effects contained in the Mie solution and to new physical pictures of these effects. The main missing ingredients were connected with light tunneling. While tunneling is often regarded as a strictly quantum-mechanical effect, detectable only in nuclear and particle physics, we have seen that its macroscopic consequences can actually be detected with the naked eye, through the darkening of clouds and in the bright colored rings of the glory, an almost pure tunneling effect.

The peculiar features of tunneling have led to several apparent paradoxes. If reflection is total, how can light penetrate into the rarer medium? For pictures of how this happens, see Lotsch [1968] and Zhang and Lee [2006]. Can tunneling lead to superluminal propagation? For details of the negative answer to this question, see Chiao and Steinberg [1997] and De Carvalho and Nussenzveig [2002].

Tunneling is highly non-intuitive. Does not the glory have a simpler explanation? For a discussion of this often-posed question, see Nussenzveig [2002]. CAM theory and tunneling account for all known features of the glory (Section 13), but it remains one of the most intricate scattering phenomena.

All quantitative treatments of tunneling employ some form of analytic continuation. That an oscillatory wave, without losses, can be converted into an exponen-
tial shape and then can recover the memory of its oscillatory character ultimately goes back to Euler’s beautiful formula (1.2). As Galileo famously observed, the book of nature is written in the language of mathematics.

Acknowledgements

This work was supported by the Brazilian agencies Conselho Nacional de Desenvolvimento Científico e Tecnológico (CNPq), Coordenação de Aperfeiçoamento de Pessoal de Nível Superior (CAPES), Instituto do Milênio de Nanociências, Instituto do Milênio de Avanço Global e Integrado da Matemática Brasileira, Fundação de Amparo à Pesquisa do Rio de Janeiro (FAPERJ) and Fundação Universitária José Bonifácio (FUJB).

References

Bucerius, H., 1946, Optik 1, 148.
Light tunneling

Debye, P., 1908, Physik. Z. 9, 775–778.
Descartes, R., 1637, Discours de la Méthode, plus la Dioptrique, les Météores et la Géométrie, Jean Maire, Leiden.
Euler, L., 1746, Nova Theoria Lucis et Colorum, Berlin.
Euler, L., 1748, Introductio in Analysis Infinitorum, Lausanne.
References

Huygens, C., 1690. Traité de la Lumière, Leyden.
Keller, J.B., 1979, SIAM Rev. 21, 229–245.
Lord Rayleigh, 1910, Phil. Mag. 20, 1001–1004.
Newton, I., 1672, Phil. Trans. Roy. Soc. 80, 3075–3087.
Newton, I., 1946, Principia Mathematica Philosophiae Naturalis, University of California Press, Berkeley, CA.
References

Schottky, W., 1931, Phys. Z. 32, 833.
Watson, W., Brownrigg, W., 1749, Phil. Trans. 46, 584–596.
Young, T., 1802, Phil. Trans. R. Soc. Lond. 92, 12–48.
Young, T., 1804, Phil. Trans. R. Soc. Lond. 94, 1–16.
Young, T., 1807, A Course of Lectures on Natural Philosophy and the Mechanical Arts, J. Johnson, London.